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Abstract
Illegal smuggling is one of the most important is-
sues across countries, where more than $10 billion
a year of illegal wildlife trafficking is conducted
within transnational criminal networks. Govern-
ments have tried to deploy inspections at check-
points to stop illegal smuggling, though the effect
is quite limited due to vast protection areas but lim-
ited human resources. We study these problems
from the perspective of network interdiction games
with a boundedly rational attacker. In this paper, we
aim to improve the efficiency of the limited num-
ber of checkpoints. The problem involves two main
stages: i) a predictive stage to predict the attacker’s
behavior based on the historical interdiction; ii)
a prescriptive stage to optimally allocate limited
checkpoints to interdict the attacker. In this pa-
per, we propose a novel boundedly rational model
which resolves the issue of exponentially many at-
tacker strategies by making memoryless assump-
tion about the attacker’s behavior. We show that
the attacker’s behavior can be reduced to an absorb-
ing Markov chain, where the success probability of
reaching any target can be computed analytically,
thus optimized via any gradient-based optimiza-
tion technique. We incorporate graph convolutional
neural networks with K-hops look-ahead to model
the attacker’s reasoning. Our proposed model pro-
vides a new perspective to study the boundedly
rationality in traditional interdiction games with
graph structure. This novel model possesses nice
analytical properties and scales up very well by
avoiding enumerating all paths in the graph.

1 Introduction
The illegal wildlife trade is estimated to be the second-largest
illegal trade worldwide [Warchol et al., 2003]. Wildlife traf-
ficking, the illegal poaching, transit, trade and sale of wildlife,
generates more than $10 billion a year for transnational orga-
nized criminal networks1. Thousands of elephants die each
year so that their tusks can be carved into religious objects

1According to https://www.state.gov/e/oes/ecw/wlt/

[Christy, 2012]. Although checkpoints with inspections can
efficiently stop smuggling, due to the limited human resource,
we can hardly protect the entire vast area especially when
the smuggler is also intelligent. In the previous literature,
Stackelberg security games have been commonly used in
the security related problems, including wildlife conservation
[Fang et al., 2015] and flight protection [Pita et al., 2009;
Wang et al., 2018]. In this paper, we are interested in Stackel-
berg security games whose domains come with a graph struc-
ture, e.g., smuggling network, which are generally known as
interdiction games [Washburn and Wood, 1995]. The smug-
gler, as an evading attacker, aims to find a path from one of
the origins to one of the destinations; the interdicting player,
as a defender, inspects one or more edges in the graph in order
to prevent the attacker from reaching the target.

Previous studies about interdiction games mostly focus on
the attacker’s rationalily. When the attacker is perfectly ra-
tional, double oracles [Jain et al., 2011; Jain et al., 2013]
and branch-and-cut [Fischetti et al., 2019] algorithms were
proposed to find the optimal defender strategy. When the at-
tacker is boundedly rational, many boundedly rational mod-
els, including Quantal Response (QR) [McKelvey and Pal-
frey, 1995] and Subjective Utility Quantal Response (SUQR)
[Nguyen et al., 2013], were proposed to fit the attacker’s ra-
tionality. These boundedly rational models can learn the at-
tacker’s behavior from the historical plays. Here, we mainly
focus on the attacker’s rationality in problems with graph
structure, which is less studied in the previous literature.

The interdiction problem with boundedly rational attacker
can be generally decomposed into two stages: predictive and
prescriptive stages. The predictive stage is to predict the
path that the attacker is most likely to be using, while the
prescriptive stage is to optimally allocate the resource based
on the previous prediction. However, the standard QR and
SUQR models are not designed for graph-based problem and
decision. People tried to reduce a graph-based interdiction
game to a standard Stackelberg security game via enumer-
ating all the possible attacker strategies [Yang et al., 2011;
Guo et al., 2016; Ford et al., 2015], where each potential path
reduces to a new target that the attacker might choose. This
can resolve the issue of graph-related decision but create an-
other problem of exponentially or even infinitely many paths
from any source to any destination. The huge amount of paths
may also result in a sparse prediction in the predictive stage.

https://www.state.gov/e/oes/ecw/wlt/


In the prescriptive stage, there is also scalability issue, where
the defender can hardly solve the optimization problem due
to exponential size of constraints and variables. In the pre-
vious literature, they usually require the graph to be directed
acyclic graph (DAG) to reduce the number of paths, which
largely restricts their applicability.

In this paper, we present a novel graph-based boundedly ra-
tional model by introducing an additional assumption on the
attacker’s memoryless property. We show that after adding
the memoryless property, the problem reduces to an absorb-
ing Markov chain where the success probability of reaching
any destination from any source can be computed analyti-
cally. With the help of this novel model, we only need to
learn the transition probability of each pair of neighbors and
can avoid the issue of exponentially many paths. We pro-
vide analysis of the training process for both predictive and
prescriptive stages. The predictive model also incorporates
a graph convolutional network [Kipf and Welling, 2016] and
K-hops lookahead method to remedy the myopia of the mem-
oryless assumption, where these tricks allow the attacker to
make decision based on non-local information. We demon-
strate the applicability of our model analytically, where both
the predictive and prescriptive stages are theoretically more
scalable than the previous literature.

2 Preliminary and Model
2.1 Stackelberg Security Games (SSGs)
A Stackelberg security game is a two-player game composed
of one defender and one attacker. The defender aims to pro-
tect a set of targets T with limited budget bwhere the defender
can only fully protect up to b targets. Each target t ∈ T is as-
sociated with a defender payoff Ud(t) ≤ 0 and an attacker
payoff Ua(t) ≥ 0 when the target is successfully attacked.
Once the defender commits her strategy, the attacker can con-
duct surveillance and choose one target to attack. We denote
the defender’s mixed strategy by p ∈ R|T |, where pt refers to
the marginal probability that target t is protected. The proba-
bility that the attacker chooses target t is denoted by qt(p, ξ)
(or abbreviated as qt), which is affected by the defender’s
strategy p and the feature ξ, e.g., the payoff value Ua(t) of
target t. We denote the payoff of catching the attacker (be-
ing caught) to be a constant Ud/acaught for defender (attacker).
For simplicity and without loss of generality, we assume zero
catching reward to the defender Udcaught = 0. Then the de-
fender’s utility function can be written as:

DefU(p;q) =
∑

t∈T
(1− pt)qt(p, ξ)U

d(t) (1)

The function q can represent the attacker’s rationality, e.g.,
qt(p, ξ) = 1 if t = argmaxt′∈T (1−pt′)U

a(t′) else 0 refers
to a fully rational attacker.

2.2 Bounded Rationality in SSGs
In the previous studies on SSGs, there is a rich literature about
modeling adversary modeling. QR [McKelvey and Palfrey,
1995] was proposed to model the attacker’s boundedly ra-
tional behavior, where a QR attacker attacks each target with
probability proportional to the exponential of its payoff scaled

by a constant λ: qt(p) ∝ exp(λ(1 − pt)Ua(t)). SUQR
[Nguyen et al., 2013] is a variant of the QR model, where the
probability is proportional to the exponential of a subjective
utility or an attractiveness function:

qt(p, ξ) ∝ exp(−wpt + Φ(t, ξ)) (2)

where w > 0 is a constant representing the attacker’s risk
aversion and Φ(t, ξ) denotes the subjective utility of target t
under feature ξ.

2.3 Interdiction Games
Interdiction games are an extension of the standard Stackel-
berg game where the attack consists of a path on a graph.
Given a directed graph G = (V, E), the defender is trying
to allocate limited number of checkpoints along edges in E
while the attacker is trying to find a path from a source to
a target without being caught. The defender’s pure strategy
is a set of edges to assign checkpoints while the attacker’s
pure strategy is a path. We divide the set of all vertices into
V = S ∪ T , where S = {s1, s2, ..., s|S|} is the set of all pos-
sible sources and T = {t1, t2, ..., t|T |} is the set of all targets.
Without loss of generality, we assume S ∩ T = ∅. At each
time, the attacker appears in one source s ∈ S drawn from a
given prior distribution π ∈ R|S|.

We use α = {v1, v2, ..., v|α|} to denote a path with one
starting vertex v1 ∈ S and a target vertex v|α| ∈ T .
Each target t ∈ T corresponds to payoffs Ud/a(t) to the
defender and the attacker. When the attacker gets caught
by the defender, the attacker receives a penalty Uacaught and
the defender receives a reward Udcaught. For simplicity and
without loss of generality, we assume zero catching reward
Udcaught = 0. Thus we can write the attacker payoffs by Ua =

{Ua(t1), ..., Ua(t|T |), Uacaught} ∈ R|T |+1 and the defender
payoffs by Ud = {Ud(t1), ..., Ud(t|T |), Udcaught} ∈ R|T |+1.

With respect to the graph feature, each node v ∈ V comes
with a node feature ξv ∈ RD. The features here could be the
different characteristics of node v, e.g., the shortest distance
to any landmark or the payoff of the current node Ua(v) if
v ∈ T . The entire graph feature is denoted by ξ ∈ R|V|×D.

We denote the set of all possible paths from any source to
any target byA, where this set could be infinitely many when
the graph contains any cycle. Similarly, p denotes the de-
fender strategy with pe the marginal probability of covering
edge e ∈ E . The defender has limited number of resources b,
i.e., the defender’s mixed strategy needs to satisfy 1>p ≤ b.

2.4 Bounded Rationality in Interdiction Games
In this paper, we consider the attacker to be boundedly ratio-
nal, where the attacker’s mixed strategy is given by a function
q(p, ξ) representing the probability of choosing path α under
coverage p) and features ξ. Given the coverage p, we can
compute the defender expected utility:

DefU(p;q)=
∑
α∈A

∏
e=(vi,vi+1)

(1− pe)qα(p, ξ)U
d(α) (3)

where Ud(α) = Ud(t) is the defender utility when attacker
successfully pass through path α to attack its target t.



The only difference between Equation (1) and (3) is that
there are multiple layers of protection along the path α.
Therefore the probability of successfully attacking a target
is a product of all the success probability of crossing edge e
in the path. However, this incurs the non-linearity of cover-
age p, which makes the above defender optimization problem
generally a hard problem regardless the attacker’s rationality.
Furthermore, the set of all possible pathsA could be exponen-
tially large or infinitely many when there is any cycle. This
results in a computational challenge to any boundedly rational
assumption and also the optimization problem itself. Even if
the function qα(p, ξ), α ∈ A is given and there are only poly-
nomial many paths A, the defender optimization problem is
still proven to be NP-hard [Jain et al., 2011]. In the following
sections, we will show that our proposed model can resolve
these issues by imposing the memoryless property to the at-
tacker behavior.

3 Problem Statement
At each instance, a directed graph G = (V, E) with node fea-
tures ξ is presented to both the defender and the attacker. The
attacker comes with a hidden underlying rationality function
q. The defender has access to the historical plays between the
defender and the attacker, where each training instance con-
tains a graph G′ with node features ξ′, the deployed coverage
p′, and the path α′ the attacker chose to use.

Once the defender chooses a coverage {pe}e∈E satisfying
the budget constraint 1>p ≤ b, the attacker observes p and
decides which path to use based on his own rationality func-
tion q. The defender aims to learn the attacker rationality
function from the training instances and thus chooses the op-
timal coverage to maximize the corresponding defender util-
ity. In the standard machine learning literature, this problem
is usually solved by a two-stage method, which is composed
of a predictive stage and a prescriptive stage.

3.1 Two-stage Approach
Predictive stage is aiming to predict the attacker’s action by
approximating the attacker’s rationality function q. This can
be thought of as a classification model, where given an in-
put graph, node features, and edge coverage, the attacker will
choose a path based on an underlying distribution, which is a
function of all the input features. The goal here is to minimize
the cross-entropy between our predicted distribution and the
underlying distribution.
Prescriptive stage is trying to maximize the defender utility
based on the learned attacker’s rationality function q̃. Given
the learned function q̃, we can express the defender optimiza-
tion problem as Equation (5). The objective function is a
non-convex function of coverage p, where p needs to sat-
isfy some budget constraints. This can be solved by standard
constrained optimization techniques.

4 Predictive Model
4.1 Memoryless Attacker
In this paper, we assume the boundedly rational attacker to
be memoryless. Given an attacker rationality function q, de-
fender coverage p, and features ξ, the probability of using a

Figure 1: Predictive model with GCN and future coverage

path α = {v1, v2, ..., v|α|} can be written as:

qα(p, ξ) =
∏|α|

i=1
Prob(vi → vi+1|v1, ..., vi,p, ξ) (4)

=
∏|α|

i=1
Prob(vi → vi+1|p, ξ) =

∏|α|

i=1
qvi→vi+1

(p, ξ)

We use qu→v(p, ξ) to represent the probability of transiting
from node u to v under coverage p and features ξ. Now the
above Equation (3) can be further simplified as:

DefU(p;q) =
∑
α∈A

∏
e=(vi,vi+1)

(1− pe)qe(p, ξ)U
d(α) (5)

Under the memoryless assumption, we just need to learn the
transition probability qe(p, ξ) for every edge e ∈ E .

4.2 Localized SUQR
Motivated by the SUQR model, we assume the probabil-
ity that the attacker moves from u to v is proportional to
exp(−ωp̂u→v + Φ(v, ξ)) ∀v ∈ Nout(u), where p̂u→v repre-
sents the amount of future coverage that the attacker will see
after choosing edge u→ v, and Φ(v, ξ) represents the attrac-
tiveness of node v. In other words, the attacker tends to move
toward the target with larger attractiveness Φ(v, ξ) but avoids
using the edge e = (u, v) ∈ E been covered or with more
coverage in the future. So the transition probability from u to
any v ∈ Nout(u) can be written as:

qu→v(p, ξ) =
exp(−ωp̂u→v + Φ(v, ξ))∑

v′∈Nout(u)
exp(−ωp̂u→v′ + Φ(v′, ξ)

(6)

which is a graph-based extension of the SUQR model.

4.3 Attractiveness with GCNs
In order to incorporate the graph structure with node features,
we apply graph convolutional networks (GCNs) introduced
by [Kipf and Welling, 2016]. We use a graph convolution
network with input graph G and node features ξ. The tar-
get is the attractiveness of each node. The graph convolution
network outputs an embedded feature for each node, which
will be fed into another fully connected neural network to ob-
tain the attractiveness. The convolution layer can capture the
nearby features, which allows us to capture some non-local
attacker decisions. The learned attractiveness value will be
used to compute the transition probability in Equation (6),
which is differentiable thus back-propagatable.

The GCNs described in [Kipf and Welling, 2016] do not
rely on the graph structure. So we can train a single GCN
with the smuggling data of different countries and apply the
trained model to other new countries.



4.4 Future Coverage and K-hops Lookahead
Previous literature has shown evidence that humans make de-
cision based on future risk even if they are boundedly rational
[Wittmann and Paulus, 2008], though with a bounded aware-
ness that only allows humans to track up to limited time steps
[Chugh and Bazerman, 2007]. Therefore, we take the fu-
ture coverage p̂u→v conditional on choosing edge u → v
into account, which represents the attacker’s perceived fu-
ture risk of this decision. If both the attractiveness and the
future coverage value are given, we can compute the transi-
tion matrix Aline of the line graph, where [Aline](w,u),(u,v) =
Prob((w, u)→ (u, v)) = Prob(u→ v) denotes the transition
probability between adjacent edges. Then the future coverage
conditional on choosing edge u→ v can be written as:

p̂u→v =
∑K

k=0
γk
∑

e∈E
Prob(reach e in k hops) · pe

=
∑K

k=0
γk(1>u→vA

k
line)p = 1>u→v(

∑K

k=0
γkAkline)p (7)

where 0 ≤ γ ≤ 1 is a future discount factor and K is the
maximum number of hops lookahead, representing the lim-
ited awareness of the attacker.

Since the transition matrix Aline is also a function of future
coverage p̂, we can close the loop by assuming the future
coverage to be a fixed point of a given function This can be
solved by fixed-point theorem and all the derivatives can be
obtained by implicit function theorem.

4.5 Training Data and Loss Function
In the domain of smuggling networks, we do not have the
data of neither the actual attractiveness nor future coverage.
Instead, we have access to the realization of the attacker’s
chosen path. Therefore, in our training and testing data, each
instance (G, ξ,p, α) contains a graph G with node features
ξ, edge coverage p, and the path that the attacker chose α ∈
A. We use the cross-entropy between the actual ground truth
path α and our predicted distribution generated from q as loss
function, which can be written as:

L(Dtrain;q) =
∑

(G,ξ,p,α)∈Dtrain
− log(Prob(α was taken))

= −
∑

(G,ξ,p,α)∈Dtrain

∑
e∈α

logqe(p, ξ) (8)

where the q function is described in Equation (6) and the at-
tractiveness and future coverage are as discussed in the pre-
vious sections. We can train the hyperparameters of GCN by
any standard gradient descent method.

5 Prescriptive Model
Given a graph G with node features ξ, the defender’s goal
is to choose an optimal coverage p∗ to maximize her own
objective value under the budget constraint.

5.1 Absorbing Markov Chain
Given a chosen coverage p and the attacker’s current loca-
tion u, then the probability that the attacker gets caught con-
ditional on choosing edge e = (u, v) is given by pe. Due
to Equation (6), we know the attacker will choose edge e

Figure 2: Prescriptive model with constrained optimization problem

with probability qu→v(p, ξ). Therefore the probability that
the attacker can actually reach node v in the next step is
qu(v, ξ)(1 − pe). We add a dummy node vcaught to repre-
sent the state of being caught. Therefore we can represent the
transition probability from node u to vcaught by summing up
the probability of getting caught. Once the attacker reaches
either any terminal (e.g., black market) or vcaught, the attacker
cannot go back to any other states. Therefore, we can model
the attacker’s behavior as an absorbing Markov chain with all
these terminals and the dummy node vcaught to be absorbing
states. Then we just need to compute the probability that the
attacker ends up being in each absorbing state.

Given coverage p, if we sort the vertices out by intermedi-
ate states then absorbing states, then the transition matrix can

be written as: P =

[
Q R
0 I

]
, where I is an identity matrix

representing once the attacker reaches the absorbing state, he
would never transit to other states. The absorbing probability
can be easily written as B = (I − Q)−1R ∈ R|S|×(|T |+1),
where the entry Bij indicates the probability that the attacker
initiates from state i and ends up being in absorbing state j.

Notice that the transition matrix P and its sub-components
Q,R are all functions of coverage p. Given the initial source
distribution π ∈ R|S| and the defender payoff of absorbing
states Rd ∈ R|T |+1, the defender’s expected payoff π>BUd
and optimization problem can be written as:

maxp π>B(p)Ud (9)

s.t. 1>p ≤ b, pe ≥ 0 ∀e ∈ E (10)
This optimization problem can be solved by any optimiza-
tion technique, e.g., Sequential Least SQuares Programming
(SLSQP) [Kraft, 1985; Bertsekas and Tsitsiklis, 1996].

6 Conclusions
We propose a novel model of boundedly rationality which
resolves the problem of enumerating all possible paths by as-
suming memoryless property. The attacker’s behavior can be
reduced to an absorbing Markov chain with learned transition
probability. The defender utility under this assumption can
also be analytically computed, which enables any gradient-
based optimization technique to be used here. These conclude
our two-stage model which can be used to learn and deal with
a boundedly rational attacker.



References
[Bertsekas and Tsitsiklis, 1996] Dimitri P Bertsekas and

John N Tsitsiklis. Neuro-dynamic programming, vol-
ume 5. Athena Scientific Belmont, MA, 1996.

[Christy, 2012] Bryan Christy. Ivory worship. National Ge-
ographic, 222(4):28–61, 2012.

[Chugh and Bazerman, 2007] Dolly Chugh and Max H Baz-
erman. Bounded awareness: What you fail to see can hurt
you. Mind & Society, 6(1):1–18, 2007.

[Fang et al., 2015] Fei Fang, Peter Stone, and Milind Tambe.
When security games go green: Designing defender strate-
gies to prevent poaching and illegal fishing. In Twenty-
Fourth International Joint Conference on Artificial Intelli-
gence, 2015.

[Fischetti et al., 2019] Matteo Fischetti, Ivana Ljubić,
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