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Abstract

Mobile sensors, e.g., unmanned aerial vehicles
(UAVs), are becoming increasingly important in se-
curity domains and can be used for tasks such as
searching for poachers in conservation areas. Such
mobile sensors augment human patrollers by as-
sisting in surveillance and in signaling potentially
deceptive information to adversaries, and their co-
ordinated deployment could be modeled via the
well-known security games framework. Unfortu-
nately, real-world uncertainty in the sensor’s de-
tection of adversaries and adversaries’ observation
of the sensor’s signals present major challenges in
the sensors’ use. This leads to significant detri-
ments in security performance. We first discuss
the current shortcomings in more detail, and then
propose a novel game model that incorporates un-
certainty with sensors. We then briefly introduce
GUARDSS, the algorithm to solve these games,
and show results from a simulation based on a
real-world deployment of a conservation system in
South Africa.

1 Introduction
In many real-world situations, there are not enough security
resources, such as human patrollers, to protect all possible
targets from attackers and prevent illegal activities. Secu-
rity games have been used to model and solve strategic secu-
rity resource allocation in these situations in the past decade
for problems such as protecting airports, traffic enforcement,
protecting elections, and protecting borders [Tambe, 2011;
Rosenfeld and Kraus, 2017; Bucarey et al., 2017]. Con-
currently, mobile sensors such as unmanned aerial vehicles
(UAVs or drones) have been introduced for security purposes
with an increasing importance in domains such as traffic en-
forcement [Rosenfeld et al., 2018] and wildlife poaching pre-
vention [Mulero-Pázmány et al., 2014]. The security game
framework has been augmented and applied to the coordi-
nated deployment of human patrollers and mobile sensors as
well as strategic signaling [Xu et al., 2018].

Unfortunately, real-world circumstances inevitably involve
uncertainty in both the sensors’ detection of adversaries and

adversaries’ imperfect observation of sensors’ signals, lead-
ing to challenges in successfully using sensors in security
domains. Our motivation comes directly from the real-
world domain of wildlife conservation, and in particular,
preventing poaching. UAVs equipped with thermal infrared
(heat-detecting) cameras are used to locate poachers at night
when poaching typically occurs [Air Shepherd, 2019] and
sometimes send warning signals to poachers through on-
board lights for deterrence. In Fig. 1, a deployed conser-
vation drone (left) equipped with a thermal infrared cam-
era is used to locate a poacher in the rectangle (center) in
order to prevent poaching in a national park (right). Al-
though useful, detectors such as those in [Bondi et al., 2018;
Olivares-Mendez et al., 2015; van Gemert et al., 2014] suf-
fer from imperfect detection, and poachers may not even see
signals due to occlusions by trees. Ignoring such uncertain-
ties would result in significant detriments in security perfor-
mance. Consider a sensor with a high false negative rate as
an example. In this case, it could be beneficial for the human
patroller to go and check a nearby location even if the sensor
in the location does not detect any adversary. This would be
done to confirm that there is no adversary there, rather than
fully trusting the sensor. Fully trusting the sensors’ capability
of detecting adversaries leads to a wrong belief of the loca-
tion of the adversary, and the efficiency of patrol can be even
worse than not having any sensors. Similarly, when the un-
certainty in the adversary’s observation of the signal is high,
the attacker may not be deterred even if the sensor sends out
the signal indicating the presence of a patroller nearby. Not
considering this uncertainty will lead to an overly optimistic
estimation of the probability that the adversary will give up
the attack. We aim to address this limitation and provide an
efficient patrol plan that works in an environment with uncer-
tainty.

We show both theoretically and empirically that trusting
signaling techniques which ignore uncertainty can be ex-
tremely detrimental to the defender. We therefore develop
a new security game model which integrates both detection
and observational uncertainty. We provide a novel algorithm,
GUARDSS, which exploits six possible allocation states and
a compact representation, as well as a novel re-matching tech-
nique for the branch-and-price framework’s slave problem to
accommodate the extra stage. Finally, we provide experi-
mental results for random instances and simulation based on



Figure 1: Drone that captures thermal images of people in Africa.

our real-world deployment of a conservation system in South
Africa.

2 Related Work
Among the rich literature of Stackelberg security games
(SSGs) [Tambe, 2011; Bucarey et al., 2017], SSGs with un-
certainty have been studied. Several types of uncertainty have
been considered such as uncertainty in the attacker’s obser-
vation of the defender’s strategy, attacker’s payoff values, or
attacker’s rationality [Yin et al., 2011; Nguyen et al., 2014;
Yang et al., 2011], but these do not focus on detection
or observational uncertainty. Spatial and detection uncer-
tainties in alarms are examined in [Basilico et al., 2016;
Basilico et al., 2017], but the sensors are only used to col-
lect information, and do not actively and possibly deceptively
disseminate information to the attacker.

Our work is also related to multistage game models.
Defender-attacker-defender sequential games (DAD) have
been studied [Brown et al., 2006; Alderson et al., 2011].
While our game has multiple stages, the defender commits
to a strategy of all stages at once and the attacker best re-
sponds while in DAD, the defender and attacker take turns
to commit to strategies. Extensive-form games (EFGs) also
naturally model the sequential interaction between players
[[Kroer et al., 2017; Brown and Sandholm, 2017; Moravčik
et al., 2017]], and recent works develop algorithms to ef-
ficiently solve the Stackelberg equilibrium in general two-
player EFGs [Černỳ et al., 2018; Cermak et al., 2016]. How-
ever, GUARDSS is more scalable than the general-purpose
EFG approach because the EFG approach solves exponen-
tially many more linear programs (LPs) depending on the
number of drones.

3 Model
We consider a security game played between a defender and
an attacker, who seeks to attack one target. The defender
possesses k human patrollers and l sensors, and aims to pro-
tect N targets. Let [N ] = {1, 2, ..., N} denote the set of

all targets. Let Ud/a+/−(i) be the defender/attacker (d/a) util-
ity when the defender successfully protects/fails to protect
(+/−) the attacked target i. By convention, we assume
Ud+(i) ≥ 0 > Ud−(i) and Ua+(i) ≤ 0 < Ua−(i) for any
i ∈ [N ]. The underlying geographic structure of targets is
captured by an undirected graph G = (V,E). Mobile sen-
sors cannot interdict an attack, though they can notify nearby
patrollers to respond. If a target i is attacked, then we as-
sume that a patroller at any neighboring target of i can move
to i and successfully interdict the attack. Mobile sensors will
send one of two signals – the quiet and warning signals to the
attacker. The warning signal (lights on aboard the UAV) is
used to warn the attacker off. We would like to design the
model such that the adversary would run away upon seeing a
warning signal. We will first discuss types of uncertainty, then
the multistage game model to incorporate uncertainty, the ad-
ditional considerations for adding uncertainty, and finally the
solution method for this game model with uncertainty.

3.1 Types of Uncertainty
Uncertainty is a crucial factor in automated applications of
mobile sensors, yet has not been considered in previous work
[Xu et al., 2018]. We consider two prominent types of un-
certainties, motivated directly by the application of conserva-
tion drones. The first is detection uncertainty, i.e., the sen-
sor could fail to detect a real attacker (false negative), or
it could incorrectly classify something as an attacker (false
positive) due to the inaccuracy of image recognition tech-
niques [Bondi et al., 2018; Olivares-Mendez et al., 2015;
van Gemert et al., 2014]. We only consider false negatives
in this work because the patrollers often have access to sen-
sor videos, and the problem of false positives can be partly
resolved by having a human in the loop.

The second type of uncertainty we consider is observa-
tional uncertainty, i.e., the attacker’s imperfect detection of
the sensors and the signals. When the attacker chooses one
target to attack, he observes one of four possible signaling
states at the target: (1) a patroller; (2) nothing; (3) a quiet sig-
nal (e.g., UAV only with no lights); (4) a warning signal. The
existence of observational uncertainty means the true signal-
ing state of the target may differ from the attacker’s obser-
vation. Therefore, the attacker could observe nothing even
when there is a warning signal.

3.2 Multistage Game Model
To facilitate incorporating uncertainty, we start with a novel
three-stage game model: (1) allocation stage where (i) the de-
fender places security resources (defender allocation stage),
and (ii) the attacker chooses a target to attack based on the
defender mixed (not pure) strategy (attacker allocation stage);
(2) signaling stage where the mobile sensors send signals
based on detection (defender signaling stage); (3) reaction
stage where (i) defender reacts to the sensor detection and re-
locates a human patroller to a nearby target (defender reaction
stage), and (ii) the attacker chooses to deploy the attack or run
away after observing the signal (attacker reaction stage). In
practice, the defender signaling and reaction stages can hap-
pen simultaneously. In stage (3), the human defender moves
from the original assigned location to a new location. If the
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Figure 2: The reaction stage. (a) shows an initial allocation. In (b),
no attacker is detected, so the patroller moves to the matched target
(c). In (d), an attacker is detected, so the patroller responds (e).

attacker is detected by a sensor, nearby patroller(s) react by
moving to the attacker’s location to interdict. Unlike [Xu et
al., 2018], if no sensors or patrollers detect the attacker, the
defender still reacts by moving to another target (e.g., Fig. 2).

As a result of this rich structure, a pure strategy in the
model induces 6 possible allocation states for each target. Let
Θ = {p, n+, n−, s̄, s+, s−} denote the set of all possible al-
location states of an individual target. The target is assigned
a patroller (p), nothing (n), or a sensor (s). If there is no
patroller near a sensor (̄s), then no one can respond to the
sensor’s detection. If there is a nearby patroller, the target is
either matched (i.e., patroller moves there in reaction stage)
(n+, s+) or not (n−, s−). Therefore, each target is in one of
the allocation states in Table 1. For example, n+ is the state
of a target which does not have a patroller or sensor, but a
patroller moves there in the reaction stage (“ matched”).

Covered Near Patroller Protected
By: Patroller? Matched? Overall?

p Patroller N/A N/A Yes
n+ Nothing Yes Yes Yes
n- Nothing N/A No No
s̄ Sensor No N/A No
s- Sensor Yes No Yes*
s+ Sensor Yes Yes Yes

Table 1: Allocation State, *protected if sensor detects

Given Θ, a defender pure strategy can be compactly rep-
resented with an allocation state vector e ∈ ΘN , in which
ei ∈ Θ denote the allocation state of a target i ∈ [N ]. Let
E ⊆ ΘN be the set of feasible allocation state vectors that
corresponds to defender pure strategies. A defender mixed
strategy is thus a distribution over E and can be described by
{qe}e∈E where qe is the probability of playing pure strategy
e ∈ E . Similarly, a defender mixed strategy can also be com-
pactly represented by a marginal probability vector x, where
xθi represents the marginal probability that target i is in the
allocation state θ ∈ Θ.

3.3 Adding Uncertainty
Uncertainty affects many aspects of the game model, such
as the utilities, attacker behavior, and signaling and reaction
strategy. For instance, in previous work [Xu et al., 2018;
Ma et al., 2018], if the sensor does not detect an attacker,

the patroller does not do anything. Now, patrollers should re-
locate to locations where sensors are placed rather than just
empty locations in order to check for false negative detec-
tions. The false negative rate is denoted by γ. Similarly, we
may need to send a warning signal when there is no detec-
tion due to false negatives. The probability of sending a quiet
signal on no detection is denoted by ϕθi ∈ [0, xθi ], where θ
represents one of the six states in Θ. The probability of send-
ing a quiet signal on a detection is denoted by ψs−

i ∈ [0, xθi ].
We omit the model details for observational uncertainty due
to a similar structure, but with more complex notations.

Each player’s utility function is broken into three parts: 1)
when no sensor is allocated (Ud/a-s ); 2) when sensor is al-
located and signals nothing (σ0) (Ud/aσ0 ); and 3) when sen-
sor is allocated and sends the warning signal (σ1) (Ud/aσ1 ).
In words, 2) and 3) are the sum of signaling on a detection
and the sum of signaling on no detection, with γ associated
with no detection. We omit the full formulas due to space.
The (exponentially-large) linear program (LP) formulation
for computing the optimal defender strategy assuming best
attacker response t, as follows:

max
x,ψ,ϕ

Ud-s(t) + Udσ0
(t) (1)

s.t.
∑

e∈E:ei=θ
qe = xθi ∀ θ ∈ Θ,∀ i ∈ [N ] (2)∑

e∈E qe = 1 (3)

qe ≥ 0, ∀ e ∈ E (4)
Uaσ0

(i) ≥ 0, ∀i 6= t (5)

Uaσ1
(i) ≤ 0, ∀i 6= t (6)

Ua-s(t) + Uaσ0
(t) ≥ Ua-s(i) + Uaσ0

(i) ,∀i 6= t (7)

0 ≤ ψθi ≤ xθi ∀ θ ∈ Θs, ∀ i ∈ [N ] (8)

0 ≤ ϕθi ≤ xθi ∀ θ ∈ Θs, ∀ i ∈ [N ] (9)

The objective function maximizes defender expected util-
ity. The first three constraints (2)-(4) enforce that the random-
ized resource allocation is feasible; the next two constraints
(5)-(6) guarantee that σ1, σ0 result in the attacker best re-
sponses of running away and attacking1; The next constraint
(7) ensures the attacker expected utility at target t is bigger
than the attacker expected utility at any other target i, thus
t is attacker’s best response; The last two constraints (8)-(9)
ensure a feasible signaling scheme, where Θs = {s̄, s+, s−}
denote the subset of allocation states with a sensor.

3.4 Solution Method
To solve this game model, we introduce Games with Un-
certainty And Response to Detection with Signaling Solver
(GUARDSS), which employs the multiple LP approach for
solving security games [Conitzer and Sandholm, 2006], along
with the branch-and-price framework to accelerate our solver.
This framework is well-known for solving large-scale opti-
mization programs, but we modify the subroutine called the
slave problem for solving each LP, and carefully design an
upper bound for pruning LPs.

1Although we minimize this behavior, we still model it.
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Figure 3: Results from the case study, showing that GUARDSS per-
forms best.

Specifically, we adopt a column generation technique for
one LP w.r.t. a specific t to address the issue of the expo-
nential size of set E . At a high level, we start by solving the
LP for a small subset E ′ ⊂ E , and then search for a pure
strategy e ∈ E \ E ′ such that adding e to E ′ improves the op-
timal objective value strictly. This procedure continues until
convergence, i.e., no objective value improvement. The key
component in this technique is an algorithm to search for the
new pure strategy, which is a specially-crafted problem de-
rived from LP duality and referred to as the slave problem.
Slave Problem: Given different weights αθi ∈ R for θ ∈ Θ,
for each target i, solve the weight maximization problem:

max
e∈E

∑
θ∈Θ

∑
i:ei=θ

αθi (10)

Note that {αθi }θ∈Θ are the optimal dual variables for the
previous LP constraints. Despite the more complex structure
than classic SSGs, we compactly represent this slave prob-
lem as a mixed integer linear program (MILP) by introducing
binary vectors to encode for each target what state it is in.

Furthermore, due to the reaction stage, we have to add
constraints to specify (a) which vertices have a patroller at a
neighboring target; (b) which patroller goes to which nearby
vertex if both sensors and patrollers do not detect the attacker.
Constraint (b) means that patrollers must be “re-matched” to
new vertices in the reaction stage.

4 Conservation Drones
We have deployed a drone in South Africa, equipped with a
thermal camera and detection system [Air Shepherd, 2019].
There are several challenges for those using conservation
drones. They must determine where to fly the drone, where
to allocate human patrollers, and whether to signal while fly-
ing. Without a strategy, they may easily signal too frequently,
thereby rendering the signals meaningless. Additionally, the
detection system is not perfect, nor are the poacher’s obser-
vations of the drone signals. To ease these challenges, we
apply GUARDSS and show that it provides positive results
in simulation to support future potential deployment of the
algorithm. For our experiments, we use the targets shown
in Fig. 1. These areas were selected due to their proximity
to the park border and rivers. Any targets within 5 km are
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Figure 4: Tradeoff between drones and patrollers as uncertainty in-
creases. Drones are better than an extra patroller at low uncertainty.

connected via edges in the graph, as this is a distance the end-
users could cover for response. We use γ = 0.7. There are
3 sensors and 1 patroller used in the results in Fig. 3 (other
than the “no drones” scenario, in which there is 1 patroller
only), and no observational uncertainty. Negative defender
expected utilities mean that animals were lost, so close to pos-
itive is better. Results in Fig. 3 show that we perform better
with GUARDSS than using a random allocation and ignoring
uncertainty for this one example based on Fig. 1. Forgo-
ing drones completely may be better depending on costs and
the individual park, but there is a slight improvement in this
park with drones when uncertainty is considered. We further
examine tradeoffs in Fig. 4, over 20 random Watts-Strogatz
graphs, N = 15. We see that at high uncertainty, it may be
better to forgo drones, and that using more drones helps to
some extent.

5 Conclusion
We discussed the challenges of uncertainty, and proposed a
novel game model that incorporates uncertainty. We intro-
duced GUARDSS, an algorithm to incorporate uncertainty.
We show that deploying GUARDSS alongside the existing
real-world conservation deployment shows promise.

6 Acknowledgements
This was supported by Microsoft AI for Earth, NSF CCF-
1522054 and IIS-1850477, and MURI W911NF-17-1-0370.



References
[Air Shepherd, 2019] Air Shepherd. Air shepherd: The lind-

bergh foundation. http://airshepherd.org, 2019. Accessed:
2019-05-28.

[Alderson et al., 2011] David L Alderson, Gerald G Brown,
W Matthew Carlyle, and R Kevin Wood. Solving
defender-attacker-defender models for infrastructure de-
fense. Technical report, Naval Postgraduate School, 2011.

[Basilico et al., 2016] Nicola Basilico, Giuseppe De Nittis,
and Nicola Gatti. A security game combining patrolling
and alarm-triggered responses under spatial and detection
uncertainties. In AAAI, 2016.

[Basilico et al., 2017] Nicola Basilico, Giuseppe De Nittis,
and Nicola Gatti. Adversarial patrolling with spatially un-
certain alarm signals. Artificial Intelligence, 2017.

[Bondi et al., 2018] Elizabeth Bondi, Fei Fang, Mark Hamil-
ton, Debarun Kar, Donnabell Dmello, Jongmoo Choi,
Robert Hannaford, Arvind Iyer, Lucas Joppa, Milind
Tambe, and Ram Nevatia. Spot poachers in action: Aug-
menting conservation drones with automatic detection in
near real time. In IAAI, 2018.

[Brown and Sandholm, 2017] Noam Brown and Tuomas
Sandholm. Superhuman AI for heads-up no-limit poker:
Libratus beats top professionals. Science, 2017.

[Brown et al., 2006] Gerald Brown, Matthew Carlyle, Javier
Salmerón, and Kevin Wood. Defending critical infrastruc-
ture. Interfaces, 2006.

[Bucarey et al., 2017] Victor Bucarey, Carlos Casorrán,
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